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be built? 
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50 qubits (250 complex amplitudes)  
exceed memory of largest supercomputer 

Exponential complexity of quantum bits 
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How quantum computers compute 
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000  001  010  011 100 101  110  111 Create equal superposition 

Desired answer emerges 
through interference 

Unitary transformations 

L.K. Grover, Proc STOC 1996 



What quantum computers can do 

Energy: Room-temperature 
superconductivity 

Health: Quantum 
chemistry for medicine 

Model complex  
molecules 

Model complex  
materials 

Security: factoring 
and code breaking 

Solve complex  
math problems 

Nobel 2012 citation: “The quantum computer may change our 
everyday lives in this century in the same radical way as the 

classical computer did in the last century.” 



 
  

What does it take? 
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Trapped ions 
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Advance 1: Qubits can be built on a chip!  
(Delft examples) 

Semiconductor quantum dots  

Superconducting circuits 

Impurities in diamond or silicon  

Semiconductor-superconductor hybrids 
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  Electrical control and detection 
•  Tunable # of electrons  
•  Tunable tunnel barriers 
•  Electrical contacts 

All-electrical semiconductor quantum dots 

Discrete # charges, quantized orbitals 

Artificial atoms  
and molecules 
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Control individual spins 
using microwave drive 

Single-qubit operation 
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  Microwave burst time [µs] 

31-10-2014 T.Jullien QT Delft Werkbesprekingen 13 
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of a single spin with the electron in the ground valley-orbit state. The Rabi frequency extracted from the data is
1.345 MHz. The decay of the oscillation is what we would expect assuming a statistical distribution of resonance
conditions with a line width of 0.63 MHz (FWHM), which is the number extracted from the continuous wave response
(not shown). This line width corresponds to T ⇤

2 ⇡ 1 µs, and is presumably dominated by the 4.7% 29Si spins in the
substrate, similar to [7]. Here there is no evidence of additional decay mechanisms. In particular, we do not see any
indication of intervalley switching or the combined e↵ects of electrical noise and the magnetic field gradient.
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FIG. 2: (a) Measured spin-up probability, P", as a function of f
MW

and burst time t
p

(microwave power at the
source P = 18.85 dBm), showing two Rabi chevron patterns corresponding to the two valley-orbit states. The

resonance frequency of the valley-orbit ground state is 18.9795 GHz and that of the excited state is 18.9750 GHz.
The signal coming from the excited state is much smaller due to its lower population. (b) Measured spin-up

probability, P", showing a Rabi oscillation for the ground valley-orbit state (blue circles). During the manipulation
stage, on-resonance microwave excitation (at f

MW

= 18.9795 GHz) was applied for a time t
p

and o↵-resonance
microwave (f

MW

= 18.9195 GHz) was applied for a time t0
p

= 10µs �t
p

, in order to keep the total duration of the
microwave bursts fixed to 10 µs for every data point. The black line shows a numerical fit with a model that

includes a constant driving field in the rotating frame (which is a fit parameter) and (quasi-)static noise modeled by
a Gaussian distribution of resonance o↵sets with width 0.63 MHz (FWHM).

DYNAMICAL DECOUPLING

Next we examine the spin memory time of this electrically controlled spin qubit. In our previous work [7, 12], due
to switching between the two valley-orbit states, the Hahn echo decay was exponential with coherence time ⇡ 40 µs.
Furthermore, we were unable to extend the coherence time using multiple echo pulses. Due to the di↵erence in Larmor
frequency between two valley-orbit states, as soon as a switch from one to the other valley-orbit state occured, phase
information could not be recovered by echo pulses. In this work, we observe significantly extended coherence times
presumably because the switching between valleys is slower in the present gate voltage configuration.

We study the spin memory characteristics using two types of two-axis dynamical decoupling sequences, based on
the XY4 [13], (XY4)n (sometimes called vCDD [14]) and XY8 [15] protocols. The insets in Fig. 3(a,b) show the
(XY4)n and XY8 pulse sequences for 16 ⇡ pulses. We use X and Y to denote ⇡ rotations about x̂ and ŷ, and X̄
and Ȳ for rotations about �x̂ and �ŷ. Such two-axis decoupling sequences are chosen in order to reduce the e↵ect of
pulse imperfections and to equally preserve the spin components along all directions in the x̂� ŷ plane [16], which is
important for quantum information processing. One-axis decoupling sequences such as CPMG [17, 18] may artificially
preserve a specific spin component for a longer time than two-axis decoupling sequences, but with a reduced coherence
time of the orthogonal spin component [19–21]. The visibility of the echo amplitude decreases for larger numbers of ⇡
pulses, N

⇡

, due to the pulse imperfections. Therefore, to facilitate direct comparison of the decay rates with di↵erent
numbers of ⇡ pulses, in Fig. 3(a,b) we show the data, normalized to the echo amplitude at twait = 0, as a function of
the total wait time twait for (XY4)n and XY8, respectively.

To analyze these decay curves, we adopt a semiclassical approach, in which the decay curve of the echo amplitude
is written as

P (twait) = exp [�W (twait)] (1)
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Two-qubit operation 
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Electrical control of the coupling  
between neighbouring spins	
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Read-out 
Spin-selective tunneling + 
charge detection 

Ef	
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Deutsch-Jozsa algorithm in silicon 
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Grover’s algorithm in silicon 

 
  

Inversion about the average 

Experiment Simulation 
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  unpublished	
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Ongoing – 1D and beyond 

U. Mukhopadhyay, J.P. Dehollain 
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We can now program and read out  
electron spin qubits  

in silicon all-electrically 



Advance 2: Extending quantum coherence 

Quantum state lifetimes boosted by four orders of magnitude 
19	
  

Electron confined in QD 
Si/SiGe GaAs/AlGaAs 

hyperfine coupling ‘Small’  hyperfine  coupling 

No nuclear spin free isotopes Isotopic purification Natural:   5% Si29 

‘No’  hyperfine  coupling 

Veldhorst et al. Nat. Nano. (2014) 
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Petta et al,  
Science 2005 

Kawakami, Scarlino, et al,  
Nature Nano 2014 

Veldhorst, et al,  
Nature Nano 2014 
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Coherence for  
superconducting  

qubits 

Oliver and Welander,  
MRS Bulletin 2013 
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generally much larger than the dilution refrigerator tempera-
ture,  T  (i.e.,  hf  01  >>  k  B  T , where  h  is Plank’s constant and  k  B  
is the Boltzmann constant). Hence, the dominant T 1 -process 
here is energy emission to the environment coinciding with 
the qubit relaxing from the excited state to the ground state. 
The second is the transverse relaxation rate (decoherence 
rate)  Γ  2  = 1/T 2 , which characterizes the time T 2  over which the 
device remains phase coherent; it is related to both the pure 
dephasing time T  φ   (i.e., a blurring of the relative phase in a 
quantum superposition state) and T 1  (i.e., losing the excited-
state component of a quantum superposition state is a phase-
breaking process). 

 Spectacular improvement in the capabilities of supercon-
ducting qubits over the past decade has brought these qubits 
from a scientifi c curiosity to the threshold of technological 
reality.  7   (see  Figure 1d  and   Figure 2  ) Many individual ef-
forts contributed to this improvement, starting with the dem-
onstration of nanosecond-scale coherence in a Cooper pair 

box (a charge qubit) by Nakamura and co-workers 
in 1999.  8   In 2002, Vion et al.  9   developed the 
quantronium qubit (a modifi ed charge qubit) with 
a T 2  coherence time of hundreds of nanoseconds 
based on the concept of design and operation 
at fi rst-order noise-insensitive bias points. 
Burkard et al.  10   elucidated the importance 
of symmetry in qubit designs, which in con-
junction with Bertet et al. brought persistent-
current fl ux qubit coherence times into the 
few microseconds range.  11   In 2005–2006, 
Ithier et al.  12   and Yoshihara et al.  13   extensively 
measured the noise properties of quantro-
nium and fl ux qubits, respectively, to better 
understand the sources of decoherence. The 
“transmon” qubit developed by Schoelkopf 
and co-workers signifi cantly reduced the 
charge sensitivity of the Cooper pair box 
by adding a shunt interdigitated capacitor, 
which would later bring microsecond times 
to the cavity-QED (quantum electrodynamic) 
architecture.  14 , 15   An MIT/NEC group increased 
T 2  above 20  µ s with a persistent-current fl ux 
qubit in a 2D geometry using dynamical 
decoupling sequences,  16   and the 3D-cavity 
approach developed at Yale  17   and now used 
by several groups has further increased this 
time to around 100  µ s.  18   More recently, improve-
ments in substrate preparation and materials 
choices, addressing issues elucidated by the 3D 
geometries, have led to improved coherence 
of 2D geometries.  19 , 20   This fi ve-orders-of-
magnitude improvement in the primary single-
qubit metric can be justly termed a “Moore’s 
Law for quantum coherence,”  21   approaching 
levels required for a certain class of fault-tolerant 
quantum error correction codes.  22 – 24   In addition, 

the control of single  25 – 29   and coupled  30 , 31   qubits has also advanced, 
with reports of gate fi delities as high as 99.85%.  28 , 29       

 There is a general consensus within the community that 
understanding and further mitigating sources of decoher-
ence in superconducting qubits (  Figure 3  ) is one key to more-
advanced circuits and systems engineering. Indeed, coherence 
times should be made as long as possible, as exceeding 
the thresholds for quantum error correction will consid-
erably reduce the resource requirements. Both T 1  and T  φ   
are related to the environmental noise seen by the qubit, as 
characterized by a spectral density,  S (      f      ), and much is known 
about this noise. For example, inhomogeneous dephasing 
arises from broadband, low-frequency (e.g., 1/ f -type) noise in 
the charge, fl ux, and critical current. However, although it is 
consistent with a bath of two-level fl uctuators (or clusters of 
fl uctuators), its microscopic origin is not yet well understood. 
Energy relaxation occurs due to noise at the qubit frequency, 
 S ( f  01 ), and design modifi cations can change the sensitivity 

  

 Figure 1.      Superconducting qubits and their coherence. (a) The three fundamental 
superconducting qubit modalities: charge, fl ux, and phase. Each includes one or more 
Josephson junctions (shown in red). Illustration by Corey Reed, adapted from Reference 3. 
(b) The Josephson junction acts as both an inductor,  L  J , and capacitor,  C  J . External inductors 
and capacitors,  L  ext  and  C  ext , can be added to modify the qubit’s potential energy 
landscape and reduce sensitivity to noise. (c) Because the Josephson junction inductance 
is nonlinear, the qubit potential is anharmonic. The qubit comprises the two-lowest states 
and is addressed at a unique frequency,  f  01 . (d) 15 years of progress in qubit coherence times, 
reminiscent of Moore’s Law for semiconductor electronics. On average, the doubling rate for 
coherence times in superconducting qubits is about once per year. Improvements have been 
driven by both new device designs and materials advances. Qubit modalities represented 
include charge,  8   quantronium,  9   fl ux,  83   2D transmon,  15   fl uxonium,  84   and 3D transmon  17   qubits.    
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Advance 3: Quantum error correction 

Raussendorf and Briegel, Phys. Rev. Lett. 2007 

Use redundancy to remove errors faster than they occur 

+ = + 

Requires:    error probability per step below 1% (previously below 0.01%) 
   large redundancy (100x to 10,000x) 
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Can preserve quantum states for as long as is needed! 



Quantum error correction demonstrated  
using superconducting qubits 

Delft 

UCSB/Google IBM 
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What stops us from having  
a quantum computer today? 



Challenge 1: Qubits have personalities 

Qubit is much more sensitive to CD variations, scattering, 
defects, charge noise and even nuclear spins 24	
  

SiGe barrier 

Si q well 
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Way forward 1: Use industry cleanrooms 
Tailor-made devices and circuits. Leverage known processes 



10 years, 50 M$ 
 
Silicon spin qubits 
Transmon qubits 
 
Architecture, Cryo-CMOS, 
interconnects 

Transistor: 1 gate / 1 device QDots: 2N+3 gates / N devices 

QuTech-­‐Intel	
  collabora9on	
  

Coming this year: quantum dot arrays made @ Intel 300 mm cleanroom 



Challenge 2: Scalable control circuits 
Today: bulky, expensive equipment	
  



Way forward 2 : Tailored (cryo-)electronics 

E. Charbon et al., “Cryo-CMOS for Quantum Computing”, IEDM 2016. 
See ISSCC 2017, Paper 15.5 (Tuesday) 
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Challenge 3: Wiring up qubits 

Require signals to/from every single qubit 

Quantum dots 
•  3 qubits 
•  16 pins 

Processor 
•  109 transistors 
•  103 pins 

Memory 
•  1012 bytes 
•  102 pins 
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Way forward 3: Quantum version of Rent’s rule 

30	
  
Mul%plexing	
  electronics	
  co-­‐integrated	
  with	
  qubits	
  

Vandersypen et al., https://arxiv.org/abs/1612.05936 



Challenge 4: Architecture 

%me	
  

Does not map to any established architecture 
31	
  



Way forward 4: Quantum architecture 

Recycle ideas where possible 
Rethink where needed 32	
  



Challenges in each layer Layers are highly interrelated 

33	
  

Systems approach needed 



5 engineering faculty, 5 physics faculty 
20 senior scientists 

20 technicians 
10 administrative staff 

building renovation, nanofab facilities, equipment 
 

PhD students and postdocs to be funded through external sources 

QuTech	
  partnership	
  @	
  Del?	
  
Quantum technology will not be built by physicists alone  

With support from: 



 Requires a team effort 
35	
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Projecting quantum progress 
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Can we accelerate hardware 
development? 
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Can we accelerate software 
development? 

“Usefulness threshold” 
(depends on algorithms  
and error correction) 



IBM Quantum Experience 
Accessible	
  to	
  anyone	
  through	
  the	
  cloud	
  



The quantum computer –  
Coming to stores near you (soon?) 



http://qutech.nl/vandersypenlab 

PhD/postdoc  
opening 


